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Abstract

Following the general principles of noncommutative geometry, it is possible to define a metric on
the space of pure states of the noncommutative algebra generated by the coordinates. This metric
generalizes the usual Riemannian one. We investigate some general properties of this metric in
finite commutative cases corresponding to a metric on a finite set, and also compute explicitly some
distances associated to commutative or noncommutative algebras. © 2001 Elsevier Science B.V.
All rights reserved.
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1. Introduction

Though particle experiments are going further in energy and consequently deeper in
the structure of matter, the geometric structure of space–time is still unknown. Classical
differential geometry does not allow to take seriously into account both general relativity and
quantum mechanics since the latest renounces intuitive geometric concepts while the first
grounds its description of gravitation on purely geometric concepts. Different approaches of
noncommutative differential geometry [1–3] give a mathematical framework for a geometric
understanding of fundamental interactions. Saying geometric understanding, one would like
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to say clearer understanding: for instance, the noncommutative standard model [4–8] gives
a geometric interpretation of the Higgs field together with an estimation on the mass of the
corresponding boson.

But it is still difficult to draw an intuitive picture of a noncommutative space, as one can
do for an Euclidean or even Riemannian space. A noncommutative space is described by a
C∗-algebraA, a faithful representation ofAover a Hilbert spaceH, and an operatorD acting
onH. D has a compact resolvant and is possibly unbounded. To be precise, the algebra is
restricted to the norm closure of the set of elementsa ∈ A such that [D, π(a)] is bounded.

A distance is then defined onS(A), state space ofA, by

d(Φ, Ψ ) = sup
a∈A

{|Φ(a) − Ψ (a)|/‖[D, a]‖ ≤ 1} ∀Φ, Ψ ∈ S(A). (1)

If A is commutative, pure states correspond to characters. Thanks to Gelfand construction,
they are interpreted as points, andA is the algebra of functions over these points. WhenA
is not commutative, this interpretation is no more possible but the distance formula between
pure states remains unchanged.

WhenA is the algebra of smooth functions over a Riemannian spin manifold,H the
space ofL2-spinors andD the classical Dirac operator, then the noncommutative distance
coincides with the geodesic distance. WhenA is tensorized by an internal algebra, for
instance, the diagonal complex 2× 2 matrices, then one obtains a space of two sheets with
geodesic distance over each of them and a Kaluza–Klein geodesic distance between the two
sheets [1]. Many works have been made on the dimension of algebras of functions over the
noncommutative extension of space–time (see, for instance, Ref. [9] and its references, and
Refs. [10,11]) and it would be interesting to compute the corresponding distances.

Even if this new geometry is a nice candidate for a better understanding of the gravity
coupled with matter, including the standard model, it is plagued with its genetic Euclidean
origin. Nevertheless, it is important to check if distances are calculable and if they can get
a clear physical interpretation regarding with experiments comparison. We investigate here
the first step of this program, paying particular attention to discrete spaces corresponding,
for instance, to the internal degrees of freedom of fermions [5,6]. Previous noncommutative
distances have been considered [12–14] in the case of finite algebras. Moreover, the classical
distance in one-dimensional lattices can be obtained via the noncommutative approach
[15,16].

In Refs. [17,18], the problem is introduced in a general framework: letL be a Lipschitz
seminorm on a partially ordered real vector spaceA. L determines a metricρL in the state
spaceS(A):

ρL(µ, ν) = sup
a∈A

{|µ(a) − ν(a)|/L(a) ≤ 1} with µ, ν ∈ S(A).

ρL determines a Lipschitz seminormLρL
over the spaceAf[S(A)] of affine functions on

S(A):

LρL
(f ) = sup

µ,ν∈S(A)

{ |f (µ) − f (ν)

ρ(µ, ν)
/µ 6= ν

}
with f ∈ Af [S(A)].
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AsA is isomorphic to a dense subspace ofAf[S(A)], the question is: under which conditions
one hasLρL

= L? Answers are given in Ref. [18]. In the noncommutative framework, taking
L(a) = ‖[D, a]‖, the question becomes: how to characterize the metricsρ coming from a
Dirac operator?

In this paper, we carry out the calculation of distances in spaces associated to finite-dimen-
sional algebras. It seems natural to restrict to finite-dimensional representation of these al-
gebras since, in the noncommutative approach of the standard model, the internal space is
the space of fermions (more mathematical arguments to avoid infinite representations of
finite-dimensional algebras can be found in Ref. [19]). Therefore,A is a direct sum ofk ma-
trix algebras, since any involutive algebra overCwhich admits a faithful finite-dimensional
representation in a Hilbert space is a direct sum of matrix algebras. Fork = 1, the simplest
interesting case isA = M2(C). The associated space is a fiber space whose base has only
one point and the fiber isC2. Fork = 2, we study the noncommutative space associated to
A = Mp(C) ⊕ C, p ∈ N. This is a two-point space with fiberCp over one of the point.
Some applications can be found in Ref. [20], whereA = M2(C)⊕C is used to build a first
model of quantized space–time.

Fork ≥ 3, we restrict to commutative algebras. ThenA = Ck andS(A) is simply a set of
k points. We chooseH = Ck. For the three-point space with any real self-adjoint operatorD

and thek point space with some particular operatorsD, we explicitly compute distances. To
find a Dirac which gives a desired metric, it is enough to inverse formula. This is not possible
in the four-point case for we show that generic distances are roots of polynomials which
cannot be solved by radicals. In particular, this means that we have investigated all possible
explicit distances for generalk points because surprisingly counterexamples appear already
for k = 4. A possible solution to overcome these difficulties could consist in modifying
our definition of commutative spaces. For instance, using a slightly more complicated
representation ofA over a spaceH′ larger thanH, one shows that there always exists an
operatorD′ giving a set of given distances between the points. Moreover(A,H′, D′) is a
real spectral triple which fulfills all the axioms of noncommutative geometry.

2. Definition and notations

All along this paper,A is a unitalC∗-algebra represented in a Hilbert spaceH. D is a
self-adjoint operator onH which does not belong to the commutant ofA. Its components
areDij , 1 ≤ i, j ≤ n. A+ is the subset of positive elements ofA andS(A) its pure states
space.

Lemma 1. For any two statesΦ, Ψ ∈ S(A),

d(Φ, Ψ ) = sup
a∈A+

{|Φ(a) − Ψ (a)|/‖[D, a]‖ = 1}.

Proof. Let θ
.=arg((Φ − Ψ )(a0)), wherea0 ∈ A reaches the supremum in (1), namely

‖[D, a0]‖ ≤ 1, |(Φ − Ψ )(a0)| = dist(Φ, Ψ ).



B. Iochum et al. / Journal of Geometry and Physics 37 (2001) 100–125 103

The supremum is also reached for the self-adjoint elementb0 = 1
2(a0 e−iθ + a∗

0 eiθ ) ∈ A
since

‖[D, b0]‖ ≤ 1
2‖[D, a0]‖ + 1

2‖[D, a∗
0]‖ ≤ 1,

|(Φ − Ψ )(b0)| = |1
2dist(Φ, Ψ ) + 1

2dist(Φ, Ψ )| = dist(Φ, Ψ ).

The same is true forc0 = b0 + ‖b0‖I ∈ A+, so we restrict toA+.
Suppose now‖[D, c0]‖ < 1. Takee0

.=c0/‖[D, c0]‖ ∈ A+, then

‖[D, e0]‖ = 1, |Φ(e0) − Ψ (e0)| = |Φ(c0) − Ψ (c0)|
‖[D, c0]‖ > |Φ(c0) − Ψ (c0)|,

which is impossible sincec0 is chosen to reach the supremum. So‖[D, c0]‖ = 1.
If the supremum is not reached, the proof uses a sequence{an} of elements ofA. �

• Once for all, any elementa ∈ A that appears in a proof is self-adjoint.
• The canonical basis ofCn (orRn in case) is denoted by|1〉, |2〉, . . . , |n〉.
• WhenA = Mn(C), a pure stateωξ is determined by a normalized vectorξ ∈ Cn :

ωξ (a) = ξ∗aξ ∀a ∈ Mn(C). Two normalized vectors determine the same pure state if
and only if they are equal up to a phase. In other terms,S(Mn(C)) = CP n−1.

• For any unitary operatorU of H implementingA, the jauge transformed ofωξ is
ω̃ξ (a)

.=ωξ (UaU−1) ∀a ∈ A. If D̃
.=U−1DU, then d

D̃
(ω̃ξ , ω̃ζ ) = dD(ωξ , ωζ )

for

sup
a∈A+

{|(ω̃ξ − ω̃ζ )(a)|/‖U−1DU, a]‖ = 1}

= sup
UaU−1∈A+

{|(ωξ − ωζ )(UaU−1)|/‖[D, UaU−1]‖ = 1}.

3. One point space

The first nontrivial example with a single matrix algebra isA = M2(C), represented in
H = C2 by

A 3 a =
(

a11 a12

a21 a22

)
.

D is a 2×2 self-adjoint matrix with two real and distinct eigenvaluesD1, D2.S(A) = CP 1

is isomorphic to the sphereS2. An explicit one-to-one correspondence is the Hopf fibration
[21]: ξ = (ξ1, ξ2) ∈ CP 1 is associated to(aξ , bξ , cξ ) ∈ S2 by

aξ
.=2 Re(ξ1ξ̄2), bξ

.=2 Im(ξ1ξ̄2) cξ
.=|ξ1|2 − |ξ2|2.

Proposition 2. d(ωξ , ωζ ) = 2
√

1 − |〈ξ, ζ 〉|2/|D1 − D2| if cξ = cζ , and is infinite other-
wise.
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Proof. Let U be the unitary operator ofH such thatD̃
.=U−1DU = diag(D1, D2). A

direct computation yields‖[D̃, a]‖ = |a12||D1 − D2|, thus the norm condition in (1)
becomes

|a12| ≤ 1

|D1 − D2| . (2)

Furthermore,(ωξ − ωζ )(a) = ∑2
i,j=1aij (ξ̄iξj − ζ̄iζj ).

If |ξ1| 6= |ζ1|, thena with all coefficients zero, excepta11 = L, verifies the norm condition
(2) for anyL ∈ R+, and|(ωξ − ωζ )(a)| = L||ξ1|2 − |ζ1|2|. Thus,d

D̃
(ωξ , ωζ ) = +∞.

If |ξ1| = |ζ1|, then|ξ2| = |ζ2| since‖ξ‖ = ‖ζ‖ = 1. Socξ = cζ and

|(ωξ − ωζ )(a)| = |2 Re(a12(ξ̄1ξ2 − ζ̄1ζ2))| ≤ 2|a12||(ξ̄1ξ2 − ζ̄1ζ2)|. (3)

As any vector ofCP n−1 is defined up to a phase, we assume thatξ1 = ζ1 is real. Let
θξ

.=arg(ξ2) andθζ
.=arg(ζ2). Takea11 = a22 = 0 and arg(a21) = 1

2(π − θξ − θζ ). Then

|Re(a12(ξ̄1ξ2 − ζ̄1ζ2))| = |a12| |ξ1| |ξ2| |2 sin(1
2(θξ − θζ ))| = |a12||ξ̄1ξ2 − ζ̄1ζ2|.

a reaches the upper bound in (3) and verifies the norm condition (2) as far as one chooses
|a12| = 1/|D1 − D2|. Sod

D̃
(ωξ , ωζ ) = (2/|D1 − D2|)|ξ̄1ξ2 − ζ̄1ζ2|. Tr(ξξ∗ − ζ ζ ∗)2 =

2|ξ̄1ξ2−ζ̄1ζ2|2. Developing the trace yields 1−|〈ξ, ζ 〉|2 = |ξ̄iξ1−ζ̄iζ1|2, thusdD(ωξ , ωζ ) =
d
D̃

(ω̃ξ , ω̃ζ ) = d
D̃

(U−1ξ, U−1ζ ) = d
D̃

(ωξ , ωζ ) = (2/|D1 − D2|)
√

1 − |〈ξ, ζ 〉|2. �

We say that two statesωξ , ωζ ∈ S(A) are at the same altitude ifcξ = cζ . By an easy

calculation, for two such states,d(ωξ , ωζ ) = (2/|D1 − D2|)
√

(aξ − aζ )2 + (bξ − bζ )2.
In other terms, up to a constant factor,d is nothing but the Euclidean distance restricted
to planes of constant altitude. The distance between two planes of different altitude is
infinite.

In a one point space with a fiber of higher dimension thanC2, one needs an explicit
formula for the norm of a self-adjointn×n complex matrix. This is known to be generically
impossible forn ≥ 5.

4. Two-point space

Consider the algebraA = Mn(C) ⊕ C represented onH = Cn ⊕ C by

A 3 a =
(

x 0

0 y

)
, x ∈ Mn(C), y ∈ C.

The simplest interesting operator is

D =
(

0 m

m∗ 0

)

with m ∈ Cn a nonzero column vector.S(A) is the union of the single pure state of
C, ω0

.=Identity, withS(Mn(C)).
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Proposition 3.

1. d(ωξ , ω0) =



1

‖m‖ if ξ andm are colinear,

+∞ otherwise.

2. d(ωξ , ωζ ) =




2

‖m‖
√

1 − 1|〈ξ, ζ 〉|2 if (ξ − ζeiθ ) andm are

colinear for someθ ∈ [0, 2π [,

+∞ otherwise.

Proof. We may assume that‖m‖ = 1 for dividingD by ‖m‖ means multiplying distances
by ‖m‖. Thus, there is a unitary operatoru ∈ Mn(C) such thatm = u|1〉. With

U
.=
(

u 0

0 1

)
,

D̃
.=U−1DU andz

.=x − yIn (self-adjoint by Lemma 1) one has

‖[D̃, a]‖2 =
∥∥∥∥∥
(

0 −z|1〉
〈1|z 0

)∥∥∥∥∥
2

=
∥∥∥∥∥
(

z|1〉〈1|z∗ 0

0 〈1|zz∗|1〉

)∥∥∥∥∥ =
n∑

i=1

|zi1|2. (4)

Note that‖[D̃, a]‖2 = 1 implies|zi1| ≤ 1 ∀i ∈ {1, n}.
1. (ωξ − ω0)(a) = ξ∗xξ − y = ξ∗zξ = ∑n

i,j=1ξ̄izij ξj .
Assumeξk 6= 0 fork ∈ {2, n}. Take the matrixz with all coefficients zero exceptzkk =

L ∈ R+. By (4), z satisfies the norm condition of formula (1) and|(ωξ − ω0)(a)| =
|ξk|2L. Thus,d

D̃
(ωξ , ωξ0) = +∞.

Assumeξi = 0 ∀i ∈ {2, n}: there is constantθ such thatξ = eiθ |1〉. So |(ωξ −
ω0)(a)| = |z11| ≤ 1. This upper bound is reached byz with all coefficients zero except
z11 = 1.

2. (ωξ − ωζ )(a) = ∑n
i,j=1zij (ξ̄iξj − ζ̄iζj ).

Assume(ξ̄pξl − ζ̄pζl) 6= 0 for p, l ∈ {2, n}. The proof is similar as (1) withz = 0
exceptzpl = L.

Assumeξ̄iξj − ζ̄iζj = 0 ∀i, j ∈ {2, n}. This is equivalent toξi = ζi eiθ with θ a
constant. In other words,(ξ − ζ eiθ ) ∼ |1〉. Furthermore, since‖ξ‖2 = ‖ζ‖2 = 1, one
has|ξ1| = |ζ1|. Thus,∣∣∣∣∣∣

n∑
i,j=1

zij (ξ̄iξj − ζ̄iζj ))

∣∣∣∣∣∣ = 2

∣∣∣∣∣
n∑

i=2

Re(zi1(ξ̄iξ1 − ζ̄iζ1)

∣∣∣∣∣
≤ 2

√√√√ n∑
i=2

|zi1|2
√√√√ n∑

i=2

|ξ̄iξ1 − ζ̄iζ1|2 ≤ 2

√√√√ n∑
i=2

|ξ̄iξ1 − ζ̄iζ1|2.

Takez = 0 exceptz1i = |ξ̄iξ1−ζ̄iζ1|
(∑n

i=1|ξ̄iξ1 − ζ̄iζ1|2
)1/2

.z reaches the upper bound

and verifies the norm conditions. Thus,d
D̃

(ωξ , ωζ ) = 2
√∑n

i=2|ξ̄iξ1 − ζ̄iζ1|2 and we
conclude as in Proposition 2. �
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The casesA = Mp(C) ⊕ Mq(C) is not studied here, neither is the space associated to
a sum of three or more algebras with at least a noncommutative one. We focus on sums of
commutative algebras. ThenA is isomorphic to⊕k

i=1C. The space associated tok = 1 has
no interest. Withk = 2, there is only one distance to compute which is equal to 1/|D12|.
The generic casesk = 3, 4 with a real operatorD, and some examples withk = n ∈ N are
considered below. Before, we present general results on commutative finite spaces.

5. Commutative finite spaces

An n-point commutative space is determined by a triplet(A,H, D) in whichA = ⊕n
1C

is represented overH = Cn as a diagonal matrix:

A 3 a =




a1 0 . . . 0
... a2

...

...
. . .

...

0 . . . . . . an




,

whereai ∈ C, but for distance computing we restrict toai ∈ R+ thanks to Lemma 1.
To make computations easier, we only consider operatorsD with real entries. AsD only
appears through its commutator [D, a], we assume that it has the following form:

D =




0 D12 . . . . . . D1n

D12 D23 0
... D23 0

. . .
...

...
. . .

. . . Dn−1,n

D1n . . . . . . Dn−1,n 0




with Dij ∈ R.

Pure states can be interpreted as points of ann-point space whose function algebra is
A : a(i)

.=ai . The distance between two pointsi, j of this finite space is

d(i, j) = sup
a∈A+

{|ai − aj |/‖[D, a]‖ = 1}. (5)

In finite spaces,D may be interpreted as the adjacency matrix of a lattice [13]: two points
i andj are connected if and only ifDij 6= 0. For instance, in the four-point space, the
restriction toD13 = D24 = 0 corresponds to a cyclic graph:
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A pathγij is a sequence ofp distinct points(i, i2, . . . , ip−1, j) with Dikik+1 6= 0∀k ∈
{1, p − 1}. Since d(1, 2) = 1/|D12| in a two-point space, the length ofγij is by
definition

L(γij )
.=

p−1∑
k=1

1

|Dikik+1|
.

Two pointsi, j are said connected if there exists at least one pathγij . The geodesic distance
Lij is by definition the length of the shortest path connectingi andj .

Proposition 4.
1. LetD′ be the operator obtained by canceling one or several lines and the corresponding

columns of D. ThendD′ ≥ dD.
2. The distance between two points i and j depends only on the matrix elements corre-

sponding to points situated on a path joining i and j.
3. The distance between two points is finite if and only if they are connected.

Proof.
1. Let definee ∈ A by ei = 0 if the ith line and column are cancelled,ei = 1 elsewhere.e

is a projection, commuting withA, andD′ = eDe. Thus,‖[D′, a]‖ ≤ ‖[D, a]‖ ∀a ∈ A.
So

sup{|ai − aj |/‖[D, a]‖ ≤ 1} ≥ sup{|ai − aj |/‖[D′, a]‖ ≤ 1}.
2. LetΓij denote the graph associated to the set of points belonging to any pathγij , andIij

the set of points which are not on any pathγij . Any point ofIij is connected by at most
one path toΓij . In other terms,∀l ∈ Iij there is at most one pointml ∈ Γij such thatl
andml are connected andγlml

has all its points (exceptml) in Iij .
Let D′ be the operator obtained by cancellation of all lines and columns associated

to points ofIij . Assume that the supremum in (5) withD′ is reached bya′ ∈ A = Cn.
Considera ∈ Cn such thatap = a′

p except for the points ofIij for which al = aml
or

al = 0 if ml does not exist. Then,‖[D, a]‖ = ‖[D′, a′]‖, sodD(i, j) ≥ dD′(i, j). By
(1), dD(i, j) ≤ d ′

D(i, j). Hence the result.
3. Supposei andj are connected. There is at least one pathγij = (i, i2, . . . , ip−1, j) whose

length is the geodesic distanceLij . Let obtainD′ by canceling all lines and columns which
do not correspond to points ofγij . Thend(i, j) ≤ dD′(i, j). By the triangular inequality,
one has

dD′(i, j) ≤
p−1∑
k=1

dD′(ik, ik+1) =
p−1∑
k=1

1

|Dikik+1|
.=Lij ,

whered(i, j) is smaller than the geodesic distance, thus it is finite.
If i andj are not connected, definea ∈ Cn by ai = t > 0, ak = ai if k and i are

connected,ak = 0 otherwise. Then [D, a] = 0 and|ai − aj | = t . As t is arbitrary,d(i, j)

is infinite. �
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For simplification purpose, we write

aij
.=aj − ai, x

.=a21, xi
.=ai+1,1, 2 ≤ i ≤ n − 1. (6)

In then = 3 andn = 4 point case, this reduces to

y
.=a31, z

.=a41. (7)

6. Distance on a regular space

An n-point commutative space is called regular when all coefficients of operatorD are
equal:

D = {Dij } = {k(1 − δij )}, k ∈ R.

Proposition 5.
1. The distance between two pointsi, j of a regular space of constant k is

d(i, j) = 1

|k|

√
2

n
.

2. If the link, and only this link, between two-pointi1, i2 is cut,Di1i2 = 0, then

d(i1, i2) = 1

|k|

√
2

n − 2
.

Proof. In the regular space, the problem is symmetrical: all distances are equal and we
computed(1, 2). When a link is cut, we takei1 = 1, i2 = 2 to fix notations, and denote by
D′ the operatorD with D12 = 0. In both case, (5) and (6) yield

d(1, 2) = sup
a∈A+

{|x|/‖[D orD′, a]‖ = 1}. (8)

We first compute the norm of the commutator, and then find the supremum.

Lemma 6.

1. ‖[D, a]‖2 = |k|2
n∑

i=1

n∑
j=i+1

a2
ij

= |k|2

x2 +

n−1∑
i=2


x2

i + (x − xi)
2 +

n−1∑
j=i+1

(xi − xj )
2




 .
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‖[D′, a]‖2

= |k|2
2




n∑
i=1

n∑
j=i+1
−(1,2)

a2
ij +

√√√√√√√√√√




n∑
i=1

n∑
j=i+1
−(1,2)

a2
ij




2

− 4a2
12

n∑
i=3

n∑
j=i+1

a2
ij




= |k|2
2


n−1∑

i=2


x2

i + (x − xi)
2 +

n−1∑
j=i+1

(xi − xj )
2






+



√√√√√

n−1∑

i=2


x2

i +(x−xi)2+
n−1∑

j=i+1

(xi −xj )2






2

− 4x2
n−1∑
i=2

n−1∑
j=i+1

(xi −xj )2


 .

2. For the regular space, the supremum of x in(8) is reached when allxi ’s are equal.

Proof.
1. C

.=i[D, a] is then × n matrix

C = k




0 ia12

ia21
. . . iaij

iaji
. . .

0




with rank≤ 2 since its kernel is generated by the(n − 2) independent vectors

Λk =
(

ak2

a21
; a1k

a21
; 0; . . . ; 1; . . . ; 0;

)
, 1 being at thekth position, 3 ≤ k ≤ n.

Moreover C is Hermitian and traceless, so it has two nonzero real eigenvalues

±λ. Thus,λ =
√

Tr(C2)
2 . A direct computation yieldsλ = k

√∑n
i=1

∑n
j=i+1(aij )2.

Finally, ‖[D, a]‖ = ‖i[D, a]‖ = |λ| = |k|
√∑n

i=1
∑n

j=i+1(aij )2

= |k|
√

x2 +∑n−1
i=2 x2

i +∑n−1
i=2

∑n−1
j=i+1(xi − xj )2.

Let C′ .=i[D′, a]. C′ is then × n matrix

C′ = k




0 0 ia13

0 0 iaij

ia31
. . .

iaji 0



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with rank≤ 4 since kerC′ is generated by the(n − 4) independent vectors

Λ′
p =

(
0; 0; ap4

a43
; a3p

a43
; 0; . . . ; 1; . . . ; 0

)
,

1 being at thepth position, 5 ≤ p ≤ n.

BecauseC′ is Hermitian andC̄′ = −C′, it has four real eigenvalues±λ′
1, ±λ′

2. Thus,
its characteristic polynomial is

χ(C′) = Xn−4(X2 − λ′
1

2)(X2 − λ′
2

2)

= Xn − (λ′
1

2 + λ′
2

2)Xn−2 + λ′
1

2λ′
2

2Xn−4. (9)

A direct computation yields

λ′
1

2 + λ′
2

2 = 1

2
Tr(C′2) = k2

n∑
i=1

n∑
j=i+1
−(1,2)

(aij )
2.

The coefficient ofXn−4 is the sum of all the minors ofC′ of degree 4. A minor
M(1, k, l, p) composed with the first (or second column) and three other columns
k, l, p /∈ {1, 2} (and the associated lines) is also a minor ofC. As C is of rank≤ 2, its
minors of degree greater than 2 are null, soM(1, k, l, p) = M(2, k, l, p) = 0. The same
is true for the minorsM(q, k, l, p) with q /∈ {1, 2}. Finally, the only nonzero minors are

M(1, 2, l, p) = k4 Det




0 0 ia1l ia1p

0 0 ia2l ia2p

ial1 ial2 0 ialp

iap1 iap2 apl 0




= k4 Det

(
a1l a1p

a2l a2p

)2

= k4a2
21a

2
pl.

Summing all these minors givesλ′
1

2λ′
2

2 = a2
12

∑n
l=3

∑n
p=l+1a

2
pl. Then, solving (9) yields

‖[D′, a]‖2 = |k|2
2




n∑
i=1

n∑
j=i+1
−(1,2)

a2
ij

+

√√√√√√√√√√




n∑
i=1

n∑
j=i+1
−(1,2)

a2
ij




2

− 4a2
12

n∑
i=3

n∑
j=i+1

a2
ij




.
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2. Let f (x, x2, . . . , xn−1)
.=x2 + ∑n−1

i=2 x2
i + (x − xi)

2 + ∑n−1
i=2

∑n−1
j=i+1(xi − xj )

2 and

suppose that(x, x2, . . . , xn−1) ∈ Rn−1 reaches the supremum, namely

f (x, x2, . . . , xn−1) = 1

|k|2 , d(1, 2) = |x|,

then
2.1. x is positive: from the global parity off, x can be chosen positive.
2.2. xi ≤ 1

2x ∀i ∈ {2, . . . , n − 1}: suppose thatp of thexi ’s are greater than12x and
denote them generically byxp. Consider now the(n − 1)-uplet in which allxp ’s
are replaced by12x. Then,f decreases forx2

p + (x − xp)2 ≥ 1
4x2 + (x − 1

2x)2 and

(xi − xp)2 ≥ (xi − 1
2x)2. Fixing the values of the remainingxi ’s leads to seef as

a function of the single variablex:

f (x) = x2 + p
(x

2

)2 +
∑

i

x2
i + p

(
x − x

2

)2 +
∑

i

(x − xi)
2

+
∑

i

p
(x

2
− xi

)2 +
∑

i

∑
j

(xj − xi)
2,

f ′(x) = 2x + 2px+ 2
∑

i

(x − xi) +
∑

i

p
(x

2
− xi

)
.

As xi ≤ 1
2x ≤ x, f ′(x) > 0 whenx > 0. f is continue and limx→∞f (x) = +∞,

so there isx0 > x such thatf (x0) = 1/|k|2. In other terms, the initial(n−1)-uplet
in xp does not reach the supremum which is in contradiction with our hypothesis.
Sop = 0.

2.3. xi ≥ 0∀i ∈ {2, . . . , n − 1}: the proof is the same by replacing allxi ≤ 0 by 1
2x.

2.4. All xi ’s are equal: let λ andΛ be the two smallest value of thexi ’s with λ ≤ Λ. If
λ = Λ, then it comes immediately that allxi ’s are equal. Ifλ 6= Λ, then

0 ≤ λ < Λ ≤ xi ≤ 1
2x ∀i ∈ {2, . . . , n − 1}.

Assume thatm of thexi ’s are equal toλ. Summing overxi 6= λ, one obtains

f (x, x2, . . . , xn−1) = x2 + mλ2 +
∑

i

x2
i +

∑
i

(x − xi)
2 + m(x − λ)2

+
∑

i

m(λ − xi)
2 +

∑
i,j

(xi − xj )
2.

Fix the values ofxi 6= λ and consider nowλ not like a constant but like the value of a
variablexmin. Thenf can be seen as a functionfm of the two variablesxmin andx with

∂fm

∂xmin
(xmin, x) = 2mxmin + 2m(xmin − x) +

∑
i

2m(xmin − xi).

As (∂fm/∂xmin)(xmin, x) < 0 for xmin ∈ [λ, Λ[, one hasfm(Λ, x) < fm(λ, x) =
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1/|k|2. Moreover,

∂fm

∂x
(Λ, x) = 2x + 2m(x − Λ) +

∑
i

2(x − xi) > 0,

so there isx0 > x such thatfm(x0, Λ) = 1/|k|2, which is inconsistent with our hypoth-
esis. Soλ = Λ. �

Proof of Proposition 5.
1. According to Lemma 6,xi = x2, 2 ≤ i ≤ n − 1. The norm condition in (8) becomes

2(n − 2)x2
2 + [2(2 − n)x]x2 +

[
(n − 1)x2 − 1

|k|2
]

= 0,

which has no real solutions inx2 unless|x| ≤ (1/|k|)√2/n. This upper bound is reached
whenx2 = x/2 = (1/2|k|)√2/n.

2. Leth1(x, xi)
.=∑n−1

i=2 x2
i + (x − xi)

2, h0(xi)
.=∑n−1

i=2
∑n−1

j=i+1(xi − xj )
2, g(x, xi)

.=h1

(x, xi) − 2x2. Lemma 6 yields

‖[D′, a]‖2 = 1
2|k|2(h1 + h0 +

√
h2

1 + h2
0 + 2gh0). (10)

Let x0 = supx,xi∈R{x/h1(x, xi) = 1/|k|2}. As g andh0 are both positive, (10) implies
thatd(1, 2) ≤ x0. Imitating (1), one finds this upper bound is reached when allxi ’s are
equal, andx0 = (1/|k|)√2/(n − 2). �

In finite spaces which are not regular, distances are not always explicitly computable.
The casesn = 3 andn = 4 are considered below.

7. Three-point space

Proposition 7. For a three-point space with operator

D =




0 D12 D13

D12 0 D23

D13 D23 0


 ,

d(1, 2) =
√

D2
13 + D2

23

D2
12D

2
13 + D2

12D
2
23 + D2

23D
2
13

, Dij ∈ R,

the other distances come from suitable permutations of indices.

Proof. Eq. (5) and notations (7) gives

d(1, 2) = sup
a∈A+


x/‖[D, a]‖ =

∥∥∥∥∥∥∥



0 −D12x −D13y

D12x 0 D23(x − y)

D13y D23(y − x) 0



∥∥∥∥∥∥∥ = 1


 .
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By direct calculation,‖[D, a]‖ =
√

D23(x − y)2 + D13y2 + D12x2. Thus,d(1, 2) is the
largest value ofx for which there is a point(x, y) belonging to the ellipse

(D2
23 + D2

12)x
2 + (D2

13 + D2
23)y

2 − 2D2
23xy = 1. (11)

d(1, 2) is the positivex for which the equation iny (11) has a zero discriminant, that is for

x =
√

D2
13 + D2

23

D2
12D

2
13 + D2

12D
2
23 + D2

23D
2
13

. �

The three distances verify an inequality of the triangle “power two” since

d(1, 2)2 + d(2, 3)2 ≥ d(1, 3)2, (12)

and two others inequality by permutations. The question rises of inverting the problem: for
three positive numbers(a, b, c) verifying (12), is there any operatorD giving (a, b, c) as
noncommutative distances?

Proposition 8. Leta, b, c ∈ R+ verifyinga2+b2 ≥ c2, b2+c2 ≥ a2, a2+c2 ≥ b2. Then,
there is an operator D such thatd(1, 2) = a, d(1, 3) = b, d(2, 3) = c, explicitly given by

D12 =
√

2(b2 + c2 − a2)

(a + b + c)(−a + b + c)(a − b + c)(a + b − c)
,

whereD13 andD23 coming from permutations ofa, b, c.

Proof. Writing 1/D2
12 = R12, 1/D2

23 = R23, 1/D2
13 = R13, Proposition 7 gives

1

d(1, 2)2
= 1

R12
+ 1

R23 + R13
,

whered(1, 2)2 is the electrical resistance between points 1 and 2 of the triangle circuit.
Finding Dij means finding three elementsRkp that induce a resistanced(i, j)2 between
pointsi, andj . A classical result [22] indicates that the triangle circuit is equivalent to a
stellar circuit(r1, r2, r3) with

R12 = 1

r3
(r1r2 + r1r3 + r2r3). (13)
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R13 andR23 coming from suitable permutations of indices. In the stellar circuit

d(1, 2)2 = r1 + r2,

d(1, 3)2 = r1 + r3,

d(2, 3)2 = r2 + r3,

⇒
2r1 = d(1, 2)2 + d(1, 3)2 − d(2, 3)2,

2r2 = d(1, 2)2 + d(2, 3)2 − d(1, 3)2,

2r3 = d(1, 3)2 + d(2, 3)2 − d(1, 2)2.

Inserting in (13), this gives

D12 =
√√√√√√

2(d(1, 3)2 + d(2, 3)2 − d(1, 2)2)

2(d(1, 2)2d(1, 3)2 + d(1, 2)2d(2, 3)2 + d(1, 3)2d(2, 3)2)

−d(1, 2)4 − d(1, 3)4 − d(2, 3)4

. �

8. Four-point space

Computing distances of ann-point space is endless. A priori the norm computation in
Lemma 1 will be generically not possible forn ≥ 10 since [D, a] is an antisymmetric real
matrix. However, even if forn ≤ 9, the norm is always calculable, the convexity problem
of Lemma 1 implies that the distance is not always calculable forn ≥ 4. In this sense, this
ends up the theory of explicit distances inn-point spaces.

Notations (7) are used as well as

d1
.= 1

D12
, d2

.= 1

D13
, d3

.= 1

D14
, d4

.= 1

D23
, d5

.= 1

D24
, d6

.= 1

D34
.

Theorem 9.
1. d(1, 2) is a root of a polynomial of degreeδ ≤ 12.
2. d(1, 2) is generically not solvable by radicals.
3. It is computable in the following case: when1/d2 = 1/d5 = ∞,

d(1, 2) =




d1 if d2
1 ≤ d2

6, else

d1

√
(d2

3 + d1 d6)2√
d2

1 + d2
3

√
d2

3 + d2
6

if d1d6 = d3d4, else

√
d2

1(d2
3 + d2

6)(d2
4 + d2

6)

(d3d4 − d1d6)2
if C ≤ 0, else

max



√

d2
1(d2

3 + d2
4)

(d3 + d4)2 + (d1 − d6)2
,

√
d2

1(d2
3 − d2

4)

(d3 − d4)2 + (d1 + d6)2


 ,
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whereC = ((d3+d4)
2d6+(d1−d6)(d3d4−d2

6))((d3−d4)
2d6+(d1+d6)(d3d4+d2

6)).

d(1, 3) =




√
d2

3 + d2
6 if (d2

3 + d2
6) ≤ (d1d6 − d3d4)

2,√
d2

1 + d2
4 if (d2

1 + d2
4) ≤ (d1d6 − d3d4)

2,

max

( √
(d1d3 + d4d6)2√

(d3 + d4)2 + (d1 − d6)2
,

√
(d1d3 + d4d6)2√

(d3 − d4)2 + (d1 + d6)2

)
otherwise.

Permutations of thedi ’s gived(2, 3), d(3, 4), d(1, 4) (resp. d(2, 4)) fromd(1, 2) (resp.
d(1, 3)).

The rest of this section is devoted to the Proof of Theorem 9.

• [D, a] =




0 − x

d1
− y

d2
− z

d3
x

d1
0

x − y

d4

x − z

d5
y

d2

y − x

d4
0

y − z

d6
z

d3

z − x

d5

z − y

d6
0




, Era .=




x

y

z


 ∀a ∈ A+ = R+4

.

• For Er .=(x, y, z) ∈ R3, define the functions:

α(Er) .=x2

d2
1

+ y2

d2
2

+ z2

d2
3

+ (x − y)2

d2
4

+ (x − z)2

d2
5

+ (y − z)2

d2
6

,

β(Er) .=x(y − z)

d1d6
+ z(x − y)

d3d4
+ y(z − x)

d2d5
,

n(Er) .=α(Er) +
√

α(Er)2 − 4β(Er)2, f (Er) .=α(Er) − β(Er)2 − 1,

and the surfacesN andF :

N
.={Er ∈ R3/n(Er) = 2}, F

.={Er ∈ R3/f (Er) = 0} with N ⊂ F .

Lemma 10.
1. For a ∈ A+, ‖[D, a]‖2 = 1

2n(Era).
2. For Er ∈ N such thatα(Er) = 2,

−−→
grad(f )(Er) = 0.

Proof.

1. The four eigenvalues ofi[D, a] areλi = ±(1/
√

2)

√
α ±

√
α2 − 4β2(Era), so

‖[D, a]‖2 = 1
2

(
α +

√
α2 − 4β2

)
(Era).
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2. We show that(∂f/∂y)(Er) = 0, the proof being the same for the other components of−−→
grad(f ). As Er ∈ N ⊂ F andα(Er) = 2, β(Er) = ±1. If β(Er) = 1, then

α(Er) = 2β(Er), ∂f

∂y
(Er) = ∂α

∂y
(Er) − 2β(Er)∂β

∂y
(Er) = ∂α

∂y
(Er) − 2

∂β

∂y
(Er).

Explicit calculation ofα(Er) − 2β(Er) = 0 shows that

x

d1
= y − z

d6
,

y

d2
= z − x

d5
,

z

d3
= x − y

d4
,

which leads to(∂α/∂y)(Er) − 2(∂β/∂y)(Er) = 0. The proof is the same if assuming
β(Er) = −1. �

Thanks to notations and lemma above, (5) leads to

d(1, 2) = sup{〈1|Era|1〉/Era ∈ N }. (14)

This formula is not useful forN is not defined by a quadratic form. It is easier to work withF .

Proposition 11. d(1, 2) ∈ {〈1|Er|1〉/Er ∈ F and(∂f/∂y)(Er) = (∂f/∂z)(Er) = 0}.

Proof. The supremum in (14) is reached at a pointEr such that
−−→
grad(n)(Er), if it is defined,

is parallel to thex axis. If α(Er) = 2, then
−−→
grad(n)(Er) is not defined but(∂f/∂y)(Er) =

(∂f/∂z)(Er) = 0 by Lemma 10. Ifα(Er) 6= 2, then
−−→
grad(f )(Er) is collinear to

−−→
grad(n)(Er),

so (∂f/∂y)(Er) = (∂f/∂z)(Er) = 0. To complete the proof, one just remarks that∀Er ∈ R3,
there isa ∈ A+ such thatEr = Era , for instance,a = (ξ, ξ − x, ξ − y, ξ − z) where
ξ

.=sup{|x|, |y|, |z|}. �

According to this proposition, the distance is a common root of a polynomial in several
variables and its various derivatives. Before undertaking explicit calculations, we recall
general results about polynomial systems.

Notes on systems of polynomial equations. LetP andQ be two polynomials of the form

P(x) = anx
n + an−1x

n−1 + · · · + a0, Q(x) = bmxm + bm−1x
m−1 + · · · + b0

with an, bm 6= 0. Without calculating the rootspi , qj of P , Q, one finds by algebraic
manipulations [23] of the coefficientsai andbj the resultant ofP andQ:

Res(P, Q)
.=am

n bn
m

∏
i,j

(pi − qj ), 1 ≤ i ≤ n, 1 ≤ j ≤ m. (15)

Res(P, Q) is a polynomial in theai ’s andbj ’s. P andQ have a common root if and only
if their resultant is zero. A particular resultant is the discriminant:

Dis(P )
.=Res(P, P ′).

P has a double root if and only if Dis(P ) = 0. If P andQ are polynomials inx, y, z, then
Res[P, Q, y] denotes the resultant ofP andQ seen as a polynomial iny. Equivalently,
Dis[P, z] stands for discriminant ofP seen as a polynomial inz.
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Proposition 12. LetP(x, y, z) be a polynomial of degree2 in z, whose coefficients are real
functions of x and y. IfP(x0, y0, z0) = (∂P/∂y)(x0, y0, z0) = (∂P/∂z)(x0, y0, z0) = 0
for some(x0, y0, z0) ∈ R3, thenx0 is a root of the polynomialDis[Dis(P, z), y], andy0 is
a double root of the polynomialDis(P, z)(x0, y).

Proof. Writing P(x, y, z) = a(x, y)z2 + b(x, y)z + c(x, y), a direct computation yields

V
.=Dis(P, z) = a(4ac− b2),

∂V

∂y
= ∂a

∂y
(8ac− b2) − 2ab

∂b

∂y
+ 4a2 ∂c

∂y
,

Res

(
∂P

∂y
,
∂P

∂z
, z

)
= b2∂a

∂y
− 2ab

∂b

∂y
+ 4a2 ∂c

∂y
.

P (x0, y0, z0) = (∂P/∂z)(x0, y0, z0) implies V (x0, y0) = 0, i.e. (8ac − b2)(x0, y0) =
b2(x0, y0), thus

Res

(
∂P

∂y
,
∂P

∂z
, z

)
(x0, y0) = ∂V

∂y
(x0, y0).

Therefore,(∂P/∂y)(x0, y0, z0) = (∂P/∂z)(x0, y0, z0) implies (∂V/∂y)(x0, y0) = 0 =
V (x0, y0), thusy0 is a double root ofV (x0, y) and

Dis(V , y)(x0) = Dis[Dis[P, z], y](x0) = 0. �

Proof of Theorem 9. Propositions 11 and 12 yields

d(1, 2) ∈ {x/Dis[V (x, y), y] = 0} with V (x, y) = Dis[f (x, y, z), z].

Instead ofV (x, y), one uses the effective form without the corrective termam
n bn

m appearing
in (15), so that zeros ofVeff correspond exactly to the existence of a common roots off

and∂f/∂y:

Veff(x, y)
.=Numerator

(
Dis(f, z)

nnf 2n−1
n

)

with fn the leading coefficient off seen as a polynomial inz andn = degf . Note that the
numerator is taken after a possible (but not always possible) simplification of the fraction.
1. By direct computation,Veff(x, y) = Vi yi, 0 ≤ i ≤ 4. Exact expressions of theVi ’s

are given in Appendix A. They are polynomial inx of the form:V4(x) = v40, V3(x) =
v31x, V2(x) = v22x

2 + v20, V1(x) = v13x
3 + v11x, V0(x) = v04x

4 + v02x
2 + v00. The

discriminantJ of a polynomialC = Ciy
i of degree four is

J (C)
.=Res[C, C′] = C4(C

2
3(C2

1C2
2 − 4C3

1C3 + 18C0C1C2C3

−C0(4C3
2 + 27C0C

2
3)) + 2(−2C3

2(C2
1 − 4C0C2)

+C1C2(9C2
1 − 40C0C2)C3 − 3C0(C

2
1 − 24C0C2)C

2
3)C4

−(27C4
1 − 144C0C

2
1C2 + 128C2

0C2
2

+192C2
0C1C3)C

2
4 + 256C3

0C3
4).

ReplacingCi by Vi(x) shows thatJ is an even polynomial inx of degreeδ ≤ 12.



118 B. Iochum et al. / Journal of Geometry and Physics 37 (2001) 100–125

2. We compute an explicit counterexample: assumed1 = d2 = d3 = d4 = d6 = 1 and
1/d5 = 0. Then

f (x, y, z) = x2 + y2 + z2 + (x − y)2 + (y − z)2 − (x(y − z) + z(x − y))2.

It is a polynomial of degree 2 in the variablesx, y andz. Direct computation gives

Veff(x, y) = 2 − 6y2 + 3y4 + 4x2(−1 + y2) − 4xy(−1 + y2),

Dis(Veff , y) = −768(−54− 54x2 + 135x4 + 296x6 − 368x8 + 128x10).

Let p(x) = −128x5 + 368x4 − 296x3 − 135x2 + 54x + 54.p has one real rootx1, two
distinct complex onesx2 andx4 and their conjugatesx3 andx5. Galois theory shows
thatp is not solvable by radical (for a comprehensive presentation see Ref. [24]):

p is irreductible overZ because it is irreductible overZ5. Indeed modulo 5 it becomes
q(x) = 2(x5+4x4+2x3+2x +2) which has no roots inZ5. Thereforep is irreductible
overQ.

Let E/Q be a splitting field extension ofp. As p has five distinct roots, its Galois
groupG = Gal(E/Q) is isomorphic to a subgroup of the symmetry groupS5 which
is the permutation group ofX

.={x1, x2, x3, x4, x5}. As p has no repeated roots,p is
separable so|G| = [E/Q] where|G| denotes the order ofG and [E/Q] is the index,
i.e. the number of cossetsQ in G. If α is a root ofp then [Q(α),Q] = 5 so |G| =
[E/Q] = [E/Q(α)][Q(α),Q] is divisible by 5. Thus,G contains an element of order
5: the 5-cycleτ = (12345).

The restriction toX of the complex conjugation gives rise to an elementσ of G:
σ = (23)(45). As σ is of order 2,|G| is divisible by 2. Moreover,τσ = (124) ∈ G
is of order 3 which divides|G|. Thus,|G| is a multiple of 5× 2 × 3 = 30 and divides
|S5| = 120. SinceS5 has no subgroup of order 30,|G| ∈ {60, 120}. If |G| = 60 then
G = A5 but τ /∈ A5. SoG = S5.

Sn is solvable forn ≤ 4 but is not solvable forn ≥ 5, soG is not solvable. Then, by
Galois theorem,p is not solvable by radicals.

3. Whend2 = d5 = 0 andd1d6 6= d3d4:

Dis(Veff) = −16d16
1 d14

3 d12
4 d14

6 (d2
4 + d2

6)(x2 − d2
1)(x2(d3d4 − d1d6)

2

−d2
1(d2

3 + d2
6)(d2

4 + d2
6))(x2((d3 − d4)

2 + (d1 + d6)
2)

−d2
1(d3 − d4)

2)2(x2((d3 + d4)
2 + (d1 − d6)

2) − d2
1(d3 + d4)

2)2.

This polynomial has four single roots±x0, ±x1 and four double roots±x2, ±x3:

x0 = |d1|, x1 = |d1|
√

(d2
3 + d2

6)(d2
4 + d2

6)

|d3d4 − d1d6| ,

x2 = |d1|
√

(d2
3 + d2

4)

(d3 + d4)2 + (d1 − d6)2
, x3 = |d1|

√
(d2

3 − d2
4)

(d3 − d4)2 + (d1 + d6)2
.

By Propositions 11 and 12,d(1, 2) is one of thesexi ’s, and the associatedyi is a double
root of Veff(x0, y). The correspondingzi is determined by solvingf (xi, yi, z) = 0.
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Then one checks under which conditions eachxi verifiesn(xi, yi, zi) = 2 and finally
take the greatest one. Consideringx0, one hasy0 = d1, z0 = 0, and

n(x0, y0, z0) = 1 + d2
1

d2
6

+
√

(d2
1 − d2

6)2

d4
6

=




2 if d2
1 ≤ d2

6,

2
d2

1

d2
6

> 2 if d2
1 > d2

6 .

Therefore,x0 may be solution only ifd2
1 ≤ d2

6. Likewise, with the correspondingy1

andz1 given in Appendix A, one checks thatx1 cannot be solution unlessC ≤ 0. On
the contrary,x2 andx3 may always be solutions for there arey2, z2 andy3, z3 such
that n(x2, y2, z2) = n(x3, y3, z3) = 2 under no particular condition. By Proposition
2, canceling all links exceptd1, d(1, 2) ≤ x0. So if d2

1 ≤ d2
6 then d(1, 2) = x0.

As x1 ≥ x2 andx1 ≥ x3, d(1, 2) = x1 if C ≤ 0, otherwised(1, 2) = max(x1, x2).
When d1d6 = d3d4, x1 is not defined but the proof follows the same
way.

Calculation ofd(1, 3) is the same, except we are searching the maximum ofy.
Dis(V , x) is a polynomial iny of degree 12 with single roots±y0, ±y1 and double
roots±y2, ±y3:

y0 =
√

d2
3 + d2

6, y1 =
√

d2
1 + d2

4, y2 = d1
|d1d3 + d4d6|√

(d3 + d4)2 + (d1 − d6)2
,

y3 = |d1d3 + d4d6|√
(d3 − d4)2 + (d1 + d6)2

.

With the associatedxi, zi given in Appendix A, one checks thaty0 (resp.y1) may be
solution if(d2

3 +d2
6)2 ≤ (d3d4 −d1d6)

2 (resp.(d2
1 +d2

4)2 ≤ (d3d4 −d1d6)
2). As above,

y2 andy3 may always be solution. Then, remark thaty2, y3 ≤ y0 andy2, y3 ≤ y1.
Finally, y0 andy1 cannot be simultaneous distinct solutions for adding both conditions
yieldsy0 = y1. �

The four-point space shows that there is no hope to find a general formula for the metric
in any commutative finite spaces: distances cannot be read directly in the Dirac operator
through a finite algorithm. Computing the metric requires a more pragmatic approach and
shall be undertaken case by case.

Consequently, the question of characterizing those metrics which come from a Dirac
operator has still no answer: in a three-point space, one knows that the metrics satisfying
(12) come from the Dirac operator given by Proposition 8, but this is no longer true in
a four-point space for one does not have formulas to invert. However, a solution exists
which consists in relaxing one of the constraint over our triplets, namely the choice of
the representation spaceH. Thus, as it is shown in the following section, for any given
metric of ann-point space, one can build a corresponding Dirac operator. Moreover, the
triplet obtained is then a spectral triple which satisfies the axioms of noncommutative
geometry.
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9. Distances and axioms of noncommutative geometry

In the previous discussion, we worked with triplets(A,H, D) as if they satisfied all the
axioms of noncommutative geometry. These axioms are introduced in order to recover the
standard spin and Riemannian geometries in the commutative case [4]. Accordingly, for
our distances to be bonafide noncommutative generalizations of Riemannian metrics, they
have to be computed using triples satisfying all these axioms.

However, these axioms lead, in the finite case [25], to matrices whose size increases
rapidly with n and thus prevents any computation except in few simple cases. This is the
reason why we did not use these axioms up to now, but we shall see that the axioms do not
put any constraints on the distances.

Proposition 13. Let (dij )1≤i,j≤n, i 6=j be any finite sequence of possibly infinite strictly
positive numbers such thatdij = dji and dij ≤ dik + dkj. Then there exists a spectral
triple (A,H, D) with A = Cn satisfying all the axioms, and such that the resulting dis-
tance on the set of pure states ofA is given by the numbersdij .

To proceed, we shall first prove the following lemma.

Lemma 14. There is a spectral triple(A,H, D) with A = Cn satisfying all the axioms
such that

‖[D, π(a)]‖ = sup
1≤i,j≤n, i 6=j

|ai − aj |
dij

, (16)

wherea = (a1, . . . , an) ∈ Cn andπ denotes the representation ofA onH.

Proof. The proof is by induction onn.
The first nontrivial case isn = 2. We takeA2 = C2 andH2 = C3. The representation

π2 and the chiralityχ2 are both diagonal and are given byπ2(x1, x2) = diag(x1, x2, x2)

andχ2 = diag(1, −1, 1). The Dirac operatorD2 and the charge conjugationJ2 are defined
as

D2 =




0
1

d12
0

1

d12
0

1

d12

0
1

d12
0


 , J2 =




0 0 1

0 1 0

1 0 0


C,

whereC is the complex conjugation and we set 1/d12 = 0 if d12 = ∞.
In the finite case, all axioms reduce to thereality, first-order, orientabilityandPoincaré

duality axioms [25]. In the present case, the first two are commutation relations easy to
check due to the commutative nature of the algebra. The orientability axiom is fulfilled by
writing the chirality as

χ2 = π2(1, −1)J2π2(−1, 1)J −1
2 .
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The multiplicity matrix is

µ2 =
(

0 1
1 −1

)
,

which is nondegenerate and thus Poincaré duality holds. Finally, one easily checks that

‖[D2, π2(x)]‖ = |x1 − x2|
d12

.

Let us now assume that(An,Hn, Dn) together withπn, χn andJn have been constructed
for n > 2. To build the ordern+1 spectral triple, we merely imitate then = 2 construction.
Let us takeA = Cn+1 and

Hn = Hn−1 ⊕
(

n−1⊕
i=1
Hi

n

)

with Hi
n = C3 ∀i, n. With respect to the previous decomposition all operatorsO corre-

sponding toD, π, χ andJ are block diagonal and defined inductively as

On = On−1 ⊕
(

n−1⊕
i=1
Oi

n

)
.

As in then = 2 case, we define

πi
n(xi, xn) = diag(xi, xn, xn), χi

n = diag(1, −1, 1).

The Dirac operatorDn and the charge conjugationJn are defined as

Di
n =




0
1

din
0

1

din
0

1

din

0
1

din
0


 , J i

n =




0 0 1

0 1 0

1 0 0


C.

Then it is easy to check that all axioms but Poincaré duality hold using the induction
assumption and the block diagonal nature of the construction.

The multiplicity matrix of this spectral triple is

µn =




0 1 . . . 1

1 −1
. . .

...

...
. . .

. . . 1

1 . . . 1 −(n − 1)




If N is any positive integer, we can always consider the trivial spectral triple(Cn,Cn ⊕
CN, 0) with obvious representation and charge conjugation and whose chirality is equal
to −1. If we take the direct sum of this spectral triple with(An,Hn, Dn), the resulting
multiplicity matrix isµn+NIn, which is nondegenerate forN sufficiently large. Accordingly,
Poincaré duality will be satisfied.
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Finally, the computation of the norm of the commutator‖[Dn, πn(a)]‖ follows easily
from the block diagonal structure and the induction assumption. �

To complete the Proof of Proposition 13, we use the previous lemma to construct a
spectral triple(A,H, D) fulfilling condition (16). If a verifies the norm condition, then
|ai − aj | ≤ dij , sod(i, j) ≤ dij .

Furthermore, if we fix any two points such thatdij < ∞ and takexk = dik (which is
finite thanks to triangular inequality) one has|xi − xj | = dij . Another application of the
triangular inequality yields|dik −dil | ≤ dkl for anyk andl so that‖[D, π(x)]‖ ≤ 1 by (16).
This shows thatdij ≤ d(i, j) so that the equality holds whendij is finite.

If dij is infinite, so aredik anddjk for anyk. Thus, the inequality (16) does not constraint
xi andxj since the corresponding matrix element ofD vanish. Therefore, we can send
|xi − xj | to infinity and we also haved(i, j) = dij .

10. Conclusion

As a conclusion of previous discussion, we may say that once givenA = Cn, there is
no constraint arising from the axioms of noncommutative geometry. Such constraints may
only appear if one imposes some extra conditions, such as fixingH = Cn as we did in
the discussion of the three- and four-point cases. We stress that we only showed that the
map which associates a metric to a Dirac operator is surjective. In a discrete analogue of a
quantum theory of gravity based on eigenvalues of the Dirac operators [26], one also needs
to know how many Dirac operators correspond to a given metric, as well as the possible
relations between their spectra.

A naive question remains unanswered: what does these distances mean? According to
spectral action principle [27], Dirac operator encodes both physics and metrics. In the stan-
dard model, computation of the action leads to the Lagrangian of the full standard model and
the Einstein–Hilbert action of general relativity. So the coding of physics makes sense. But
what about the coding of metrics? For the time being, the answer is clear in the simple contin-
uous case where noncommutative distance is the geodesic distance. Distance in the geometry
of standard model should have physical meaning, but it has not been explicitly computed yet.
Fortunately, the complications due to Theorem 9 should not appear since the noncommuta-
tive standard model involves commutative algebras tensorized byMn(C) with n less than 3.

Appendix A. Coefficients ofVeff(x, y)Veff(x, y)Veff(x, y) in the general four-point case

V4(x) = 4(d3d4 − d2d5)
2(d2

4d2
6 + d2

2(d2
4 + d2

6))

d4
2d2

3d4
4d2

5d2
6

,

V3(x) =

8x(d2d5 − d3d4)(d3d4d5d6(d
2
2 + d2

4) + d1(d2d3d4(d
2
4 + d2

6)

−d2
4d5d

2
6 − d2

2d5(d
2
4 + 2d2

6)))

d1d
3
2d2

3d4
4d2

5d2
6

,



B. Iochum et al. / Journal of Geometry and Physics 37 (2001) 100–125 123

V2(x) = 4x2

d2
1d2

2d2
3d4

4d2
5d2

6

[d2
4(d2

3d2
4d2

5 + d2
1(d3d4 − d2d5)

2 + d2
2(d2

3d2
4 + (d2

3 + d2
4)d2

6))

−2d1d4d6(d2d4d5(d
2
4 − 2d2

3) + d3d
2
4d2

5 + d2
2d3(d

2
4 + 3d2

5))

+d2
6(d2

4(d3d4 − d2d5)
2 + d2

1(d2
4(d2

3 + d2
4 + d2

6)

−6d2d3d4d5 + d2
2(d2

4 + 6d2
6)))]

−
4(d2

2(d2
3(d2

4 + d2
5 + d2

6) + d2
5(d2

4 + 2d2
6))

−2d2d3d4d5d
2
6 + d2

4(d2
5d2

6 + d2
3(d2

5 + 2d2
6)))

d2
2d2

3d2
4d2

6d2
6

,

V1(x) =

8x3(d1d6 − d3d4)(d1d2d3d4(d
2
4 + d2

6)

−(d2
1d2d

2
4 − d3d4(d

2
1 + d2

4)d5 + d2(2d2
1 + d2

4)d2
6)d6)

d3
1d2d

2
3d4

4d2
6d2

6

+

8x(d3d4d5d6(d3d4 − d2d5) + d1(d2d
2
3(d2

4 + d2
6)

+d2
6(d2(d

2
3 + 2d2

5) − d3d4d5)))

d1d2d
2
3d2

4d2
6d2

6

,

V0(x) = 4(d−2
3 + d−2

6 + d−2
6 ) + 4x4(d2

4d2
5 + d2

1(d2
4 + d2

5))(d3d4 − d1d6)
2

d4
1d2

3d4
4d2

6d2
6

−

4x2(d2
4(2d2

3d2
5 + d2

6(d2
3 + d2

5)) − 2d1d3d4d
2
5d6

+d2
1(d2

6(d2
4 + 2d2

5) + d2
3(d2

4 + d2
5 + d2

6)))

d2
1d2

3d2
4d2

6d2
6

.

Appendix B. Computation of d(1, 2)d(1, 2)d(1, 2) when1/d2 = 1/d5 = ∞1/d2 = 1/d5 = ∞1/d2 = 1/d5 = ∞

y1 = sign(d1d6 − d3d4)d6

√
d2

3 + d2
6

d2
4 + d2

6

, z1 = d3
(d1d3 + d4d6)√
(d3d4 − d1d6)2

√
d2

4 + d2
6

d2
3 + d2

6

,

y2 = d1|d3 − d4| ± |d4(d1 + d6)|√
(d3 − d4)2 + (d1 + d6)2

, z2 = ± d3(d1 + d6)√
(d3 − d4)2 + (d1 + d6)2

,

y3 = d1|d3 + d4| ± |d4(d1 − d6)|√
(d3 + d4)2 + (d1 − d6)2

, z3 = ± d3(d1 − d6)√
(d3 + d4)2 + (d1 − d6)2

.

The choice of the signs depends on the sign of expressions in modules.
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Appendix C. Computation of d(1, 3)d(1, 3)d(1, 3) when1/d2 = 1/d5 = ∞1/d2 = 1/d5 = ∞1/d2 = 1/d5 = ∞

x0 =
d1d6

√
d2

3 + d2
6

d1d6 − d3d4
, z0 = d2

3√
d2

3 + d2
6

, x1 = d2
1√

d2
1 + d2

4

,

z1 =
d3d4

√
d2

1 + d2
4

d3d4 − d1d6
, x2 = sign(d1d3 + d4d6)

d1(d3 + d4)√
(d3 + d4)2 + (d1 − d6)2

,

z2 =
d3

(
d3

√
(d1d3 + d4d6)2 ± d6(d3(d3 + d4) − d1d6 + d2

6)
)

√
(d3 + d4)2 + (d1 − d6)2(d2

3 + d2
6)

,

x3 = sign(d1d3 + d4d6)
d1(d3 − d4)√

(d3 − d4)2 + (d1 + d6)2
,

z3 =
d3

(
d4

√
(d1d3 + d4d6)2 ± d6(d4(d4 − d3) + d1(d1 + d6))

)
(d3d4 − d1d6)

√
(d3 − d4)2 + (d1 + d6)2

.

The choice of the signs depends on the sign of expressions in modules.
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